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Introduction: Ubiquity of Network 

• Network in various applications.
• Nodes are connected by various relations.
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Social Network

https://www.lebow.drexel.edu/news/relational-networking-not-just-collecting-contacts
https://atechnologyjobisnoexcuse.com/2006/09/11/network-of-amazon-products/
https://www.cwts.nl/blog?article=n-r2r294

Product Network
Paper Network

• Friendship
• Colleague
• Classmates

• Also View
• Also Buy
• Bought Together

• Citation
• Same Author
• Same Keyword



Introduction: Self-supervised Learning

• Self-supervised learning
• Train models without external training signals.

• Do not need human labeling. 
• Pre-trained models perform well for down-stream tasks.

• E.g., classification and clustering etc.
• Key challenge: how to build the training signal?

• Deep Graph Infomax (DGI) for graphs
• Mutual Information (MI) based training signal
• Key idea: 

• Maximize the MI between node embedding h! and summary vector s.
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Velickovic, Petar, et al. "Deep Graph Infomax." ICLR . 2019.



Introduction: DGI Limitation #1

1. It only considers the extrinsic (global) information.
• Intrinsic (node attribute) information is also important.
✕Existing methods: 

• Use reconstruction error
• Reconstruction error doesn’t imply high quality!

üIn our work:
• Maximize MI between node embedding and attributes
• We propose to use High-order Mutual Information to jointly capture both 

extrinsic and intrinsic signals.
• We propose a novel High-order Deep Infomax (HDI) as the training signal.
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Introduction: DGI Limitation #2

2. DGI assumes a single type of relations among nodes.
• Nodes are connected by multiple relations (Multiplex Graph).

• Each relation is a layer of the graph.
• Common strategy:

1) Separately consider each layer.
2) Combine embedding from different layers.

✕Simplest way to combine embeddings:
• Average pooling

üIn our work:
• Attention based fusion module.
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Preliminary: DGI
• Key steps:

1) Generate a corrupted network via corruption function 𝒞
2) Use the encoder ℰ to obtain node embeddings h! and $h".
3) Use the readout function ℛ to obtain the summary vector s.
4) Use the discriminator 𝔇# to discriminate h! and $h".
5) Maximize 𝐼 h!; s via:
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• High-order Deep Infomax (HDI):
• Capture extrinsic and intrinsic signals via high-order mutual information 𝐼 h!; s; f! .

• High-order mutual information:
𝐼 h!; s; f! = 𝐼 h!; s + 𝐼 h!; f! − 𝐼 h!; s, f!

• If directly maximize 𝐼 h!; s; f!
• Must max 𝐼 h!; s + 𝐼 h!; f! and min 𝐼 h!; s, f!
• Maximizing 𝐼 h!; s, f! improves performance

• Jointly maximize three mutual information:
• ℒ = 𝜆"𝐼 h!; s + 𝜆#𝐼 h!; f! + 𝜆$𝐼 h!; s, f!
• Final objective function will be:
• ℒ = 𝜆"ℒ" + 𝜆#ℒ# + 𝜆$ℒ$

Methodology: High-order Deep Infomax
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ℒ", ℒ# and ℒ$ are the BCE losses of the discriminators.
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Methodology: Fusion Module

• Extend HDI to multiplex graphs.
• How to combine different layers?

• Fusion module is attention-based.
• Different layers have different weights.

• Training the fusion module:
• Apply HDI on top of the fused embedding.

• Full model: High-order Deep Multiplex Infomax (HDMI)
• Objective: ℒ = 𝜆"ℒ" + ∑# 𝜆#ℒ#
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fusion module different layers
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• Datasets

• Questions
• How will HDI and HDMI improve the quality?
• Will fusion module assign appropriate attention scores?

• Tasks & Metrics
• Node classification: Macro-F1 & Micro-F1
• Node clustering: NMI, Similarity Search (Sim@5)

• Baselines
• Network embedding: Deepwalk, DGI etc.
• Multiplex network embeddings: HAN, DMGI etc.

Experiments: Setup
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Perozzi, Bryan, Rami Al-Rfou, and Steven Skiena. "Deepwalk: Online learning of social representations." KDD. 2014.
Velickovic, Petar, et al. "Deep Graph Infomax." ICLR . 2019.
Wang, Xiao, et al. "Heterogeneous graph attention network." WWW. 2019.
Park, Chanyoung, et al. "Unsupervised attributed multiplex network embedding." AAAI. 2020.



Experiments: Node Classification
• HDMI performs the best. 
• HDI is better than baselines.
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Experiments: Node Clustering
• HDMI performs the best. 
• HDI is better than most of the baselines.
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Experiments: Ablation Study
1. Intrinsic (I.) & Joint (J.) MI significantly improve over Extrinsic (E) MI.
2. Fusion (HDMI) improves over simple average pooling.
3. Reconstruction Error (R.) does not imply high quality embedding!
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Experiments: T-SNE Visualization
• Comparison of different signals: IOI layer of the Amazon network

• Intrinsic (I.) and Joint (J.) MI improve the quality.
• Reconstruction error (R.) does not significantly improve the quality.

• Comparison of fusion mechanism: ACM network
• Proposed fusion module is better than average pooling.
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Experiments: Attention Scores

• Appropriate attention scores are assigned to different layers.
• Higher F1 scores -> Higher attention scores.
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Conclusion
• MI based self-supervised learning for graphs

o Challenge 1: Jointly capture extrinsic and intrinsic information for graphs.
üSolution 1: High-order Deep Infomax (HDI)
o Challenge 2: Extend HDI to multiplex graphs.
üSolution 2: Attention based fusion 

-> High-order Deep Multiplex Infomax (HDMI)

• Results:
• HDI significantly improves the quality of embeddings.
• HDMI further improves HDI.
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Thank you!


