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Outline: Part 4

• Virus/influence propagation 
• Blog analysis 
• Community detection and trackingCommunity detection and tracking
• Tensor for web mining: TOPHITS 
• Scalability
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Reference:

D. Chakrabarti, Y. Wang, C. Wang, J. 
Leskovec, and C. Faloutsos, 
Epidemic Thresholds in Real Networks,
ACM TISSEC, 10(4), 2008
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Virus propagation

• How do viruses/rumors  propagate?
• Blog influence?
• Will a flu-like virus linger, or will it 

become extinct soon?become extinct soon?
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The model: SIS

• ‘Flu’ like: Susceptible-Infected-Susceptible
• Virus ‘strength’ s= β/δ

Infected

Healthy

NN1

N3

N2
Prob. β

Prob. δ
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Epidemic threshold τ
of a graph: the value of τ, such that

if   strength s = β / δ <  τ
an epidemic can not happen
ThThus, 
• given a graph
• compute its epidemic threshold
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Epidemic threshold τ

What should τ depend on?
• avg. degree? and/or highest degree? 
• and/or variance of degree?
• and/or third moment of degree?
• and/or diameter?
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Epidemic threshold

• [Theorem] We have no epidemic, if 

β/δ <τ = 1/ λ1,A

ICDE’09 4-9Copyright: Faloutsos, Tong (2009)
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Epidemic threshold

• [Theorem] We have no epidemic, if 

recovery prob.
epidemic threshold

β/δ <τ = 1/ λ1,A

largest eigenvalue
of adj. matrix A

attack prob.

Proof: [Wang+03]
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Experiments (Oregon)
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Outline: Part 4

• Virus/influence propagation 
• Blog analysis 
• Community detection and trackingCommunity detection and tracking
• Tensor for web mining: TOPHITS 
• Scalability
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Blog analysis

• with Mary McGlohon (CMU)
• Jure Leskovec (CMU)
• Natalie Glance (now at Google)

M t H t ( t MSR)• Mat Hurst (now at MSR)
[SDM’07]
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Cascades on the Blogosphere
B1 B2

B4
B3

a

b c

d
e1

B1 B2

B4
B3

1
1

2

3

1

Blogosphere
blogs + posts

Blog network
links among blogs

Post network
links among posts

Q1: popularity-decay of a post?
Q2: degree distributions?
Q3: cascade shapes?
Q4: cascade sizes?
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Q1: popularity over time

days after post

# in links

1 2 3

Post popularity drops-off – exponentially?

days a te post1 2 3

ICDE’09 4-15Copyright: Faloutsos, Tong (2009)
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Q1: popularity over time
# in links

(log)

1 2 3 days after post

Post popularity drops-off – exponentially?
POWER LAW!
Exponent?

1 2 3 days after post
(log)
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Q1: popularity over time
# in links

(log)

1 2 3

-1.6

days after post

Post popularity drops-off – exponentially?
POWER LAW!
Exponent? -1.6 (close to -1.5: Barabasi’s stack model) 

1 2 3 days a te post
(log)
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Q2: degree distribution
44,356 nodes, 122,153 edges.  Half of blogs 
belong to largest connected component.

count

??

blog in-degree

B
1

B
2

B
4

B
3

1
1

2
3

1

??
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Q2: degree distribution
44,356 nodes, 122,153 edges.  Half of blogs 
belong to largest connected component.

count

blog in-degree

B
1

B
2

B
4

B
3

1
1

2
3

1
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Q2: degree distribution
44,356 nodes, 122,153 edges.  Half of blogs 
belong to largest connected component.

count

blog in-degree
in-degree slope: -1.7
out-degree: -3
‘rich get richer’
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Topological patterns: Cascades
PProcedure for gathering cascades:

Find all initiators (nodes with out-degree 0)
Follow in-links
Produces directed acyclic graph
C t d h ( lti l l hCount cascade shapes (use our multi-level graph 
isomorphism testing algorithm)

a

b c

d
e

a

b c

d
e

d

e

b c

e

a
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Q3: Cascade shapes?

ICDE’09 Copyright: Faloutsos, Tong (2009) 4-22
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Q3: Cascade shapes?
• Mainly, stars
• Also, chains (!)

CIKM, 2008 Copyright: Faloutsos, Tong (2008) 4-23ICDE’09 Copyright: Faloutsos, Tong (2009)
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Q4: Cascade sizes?

McGlohon, Faloutsos  ICWSM 2008Cascade size (# of nodes)

C
ou

nt a=-2

CIKM, 2008

?
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Q4: Cascade sizes?

• Power law

Copyright: Faloutsos, Tong (2009)Cascade size (# of nodes)

C
ou

nt a=-2
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Q4: Cascade sizes?
Stars and chains also follow a power law, with 

different exponents (star -3.1, chain -8.5).

Size of chain (# nodes)

C
ou

nt

Size of star (# nodes)

C
ou

nt

a=-3.1 a=-8.5
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Outline: Part 4

• Virus/influence propagation 
• Blog analysis 
• Community detection and trackingCommunity detection and tracking
• Tensor for web mining: TOPHITS 
• Scalability
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Thanks to

Spiros PapadimitriouDeepayan Chakrabarti Jimeng Sun
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Matrix Factorization for 
Community Detection

John

KDD

Tom

Bob

ICDM
L M R

~~
X X

Adj. matrix: A

Conf. Cluster
Carl

Van

Roy
RECOMB

ISMB

Author Conf.

Au. clusters

Interaction

How to Get L, M, and R?
- SVD, CUR/Colibri, Co-Cluster etc

But…
ICDE’09 4-29Copyright: Faloutsos, Tong (2009)
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Cross-association

Desiderata:

Simultaneously discover row and column groups

Fully Automatic: No “magic numbers”

Scalable to large matrices

Reference:
1. Chakrabarti et al. Fully Automatic Cross-Associations, KDD’04
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What makes a cross-association 
“good”?

versus

R
ow

 g
ro

up
s

R
ow

 g
ro

up
s

Why is this 
better?

Column 
groups

Column 
groups

R R
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What makes a cross-association 
“good”?

versus

R
ow

 g
ro

up
s

R
ow

 g
ro

up
s

Why is this 
better?

Column 
groups

Column 
groups

R R

simpler; easier to describe
easier to compress!
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What makes a cross-association 
“good”?

Problem definition: given an encoding scheme
• decide on the # of col. and row groups k and l
• and reorder rows and columns,
• to achieve best compression

ICDE’09 4-33Copyright: Faloutsos, Tong (2009)
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Main Idea

sizei * H(xi) + Cost of describing 
cross-associationsΣiTotal Encoding Cost =

Good 
Compression

Better 
Clustering

details

Code Cost Description 
Cost

Minimize the total cost (# bits)

for lossless compression
ICDE’09 4-34Copyright: Faloutsos, Tong (2009)
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code cost
(blocks)

one row group
one col group

n row groups
m col groups

high low

Cross-Association: Objective Function 
(How to choose the # of communities)

(blocks)

description cost
(blocks’ model)

+
low high

ICDE’09 4-35Copyright: Faloutsos, Tong (2009)
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code cost

k = 3 row groups
ℓ = 3 col groups

low

Cross-Association: Objective Function 
(How to choose the # of communities)

(blocks)

description cost
(blocks’ model)

+low

ICDE’09 4-36Copyright: Faloutsos, Tong (2009)
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bi
t c

os
t

Cost vs. number of groups

one row
 group

one col group

Cross-Association: Objective Function

k

ℓ

b n
row

 groups
m

col groups
k

= 3
row

 groups
ℓ= 3

col groups
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Cross-association Results
• NSF grants-words
• Found groups:

k=41, l=28

ICDE’09

CMU SCS

• Topics Found:
– Mathematics
– Physics
– Genetics

Cross-association Results

ICDE’09
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Sun, J., Faloutsos, C., Papadimitriou, S., and 
Yu, P. S. GraphScope: parameter-free 
mining of large time-evolving graphs. KDD 
'07

GraphScope: Track Communities Over Time

'07. 

ICDE’09 Copyright: Faloutsos, Tong (2009) 4-40
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GraphScope: Track Communities Over Time

t = 0 t = 1 t = 2 4-41Copyright: Faloutsos, Tong (2009)
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GraphScope: Cost Function

Option 1:
Append to current segment

4-42ICDE’09 Copyright: Faloutsos, Tong (2009)
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GraphScope: Cost Function

change point

Option 2:
Start new segment

4-43ICDE’09
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Search for solution
Time-Evolving Graphs

1: append

2: split (time)

In both cases, we do row & col. 
shuffles, splits and/or merges

Choose the most 
parsimonious option

4-44
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Evolving communities
(BLUETOOTH )

• Users U1: All from same school, with 
similar schedule

• Users U2: All work in the same lab

97 devices (nodes)
690 edges (on avg)

46 weeks

~ 32K edges totalCopyright: Faloutsos, Tong (2009)
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MDL mining on time-evolving graph 
(Enron emails)

ICDE’09 Copyright: Faloutsos, Tong (2009) 4-46
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More on this topic
• How to leverage the time smoothness

– Jure Ferlez, Christos Faloutsos, Jure Leskovec, Dunja 
Mladenic, Marko Grobelnik: Monitoring Network 
Evolution using MDL. ICDE 2008: 1328-1330

• How to find hierarchical Communities?
– Spiros Papadimitriou, Jimeng Sun, Christos Faloutsos, 

Philip S. Yu: Hierarchical, Parameter-Free Community 
Discovery. ECML/PKDD (2) 2008: 170-187

• Code for Cross-Association
– www.cs.cmu.edu/~deepay/mywww/software/CrossAss

ociations-01-27-2005.tgz

4-47ICDE’09 Copyright: Faloutsos, Tong (2009)
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Outline: Part 4

• Virus/influence propagation 
• Blog analysis 
• Community detection and trackingCommunity detection and tracking
• Tensor for web mining: TOPHITS 
• Scalability
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P1: Environmental sensor monitoring 
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1st factor 
Scaling factor 250
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P1: sensor monitoring 

Lo
ca

tio
n

Time

• 1st factor consists of the main trends:
– Daily periodicity on time
– Uniform on all locations
– Temp, Light and Volt are positively correlated while 

negatively correlated with Humid

voltage
hum.

temp.

light

ICDE’09 4-51Copyright: Faloutsos, Tong (2009)
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P1: sensor monitoring 
2nd factor
Scaling factor 154
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• 2nd factor captures an atypical trend:
– Uniformly across all time
– Concentrating on 3 locations
– Mainly due to voltage

• Interpretation: two sensors have low battery, and the 
other one has high battery. 

voltage
hum.

temp.

light
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Keywords2004

P2: Social network analysis
• Multiway latent semantic indexing (LSI)

– Monitor the change of the community structure 
over time

Philip Yu

DB

A
ut

ho
rs

DM

DB
UA

UK

1990

1990

2004

Michael 
Stonebreaker

‘Query’‘Pattern’
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P2: Social network analysis (cont.)
Authors Keywords Year
michael carey, michael
stonebreaker, h. jagadish,
hector garcia-molina

queri,parallel,optimization,concurr,
objectorient

1995

surajit chaudhuri,mitch 
cherniack,michael
t b k ti t l

distribut,systems,view,storage,servic,process,
cache

2004

DB

stonebreaker,ugur etintemel

jiawei han,jian pei,philip s. yu,
jianyong wang,charu c. aggarwal

streams,pattern,support, cluster, 
index,gener,queri 

2004

• Two groups are correctly identified: Databases and Data 
mining

• People and concepts are drifting over time

DM

ICDE’09 4-54Copyright: Faloutsos, Tong (2009)
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P3: Network anomaly detection
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• Reconstruction error gives indication of anomalies.
• Prominent difference between normal and abnormal ones is 

mainly due to the unusual scanning activity (confirmed by the 
campus admin).

hours

Reconstruction error 
over time

source

Normal trafficAbnormal traffic

ICDE’09 4-55Copyright: Faloutsos, Tong (2009)
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P4: Web graph mining 
[Kolda+ ICDM 2005]

• How to order the importance of web pages?
– Kleinberg’s algorithm HITS
– PageRank
– Tensor extension on HITS (TOPHITS)Tensor extension on HITS (TOPHITS)

ICDE’09 Copyright: Faloutsos, Tong (2009) 4-56
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Kleinberg’s Hubs and Authorities
(the HITS method)

Sparse adjacency matrix and its SVD:

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

Kleinberg, JACM, 1999
4-57ICDE’09 Copyright: Faloutsos, Tong (2009)
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HITS Authorities on Sample Data
.97 www.ibm.com
.24 www.alphaworks.ibm.com
.08 www-128.ibm.com
.05 www.developer.ibm.com
.02 www.research.ibm.com
.01 www.redbooks.ibm.com
.01 news.com.com

1st Principal Factor

.99 www.lehigh.edu

.11 www2.lehigh.edu

.06 www.lehighalumni.com

.06 www.lehighsports.com

.02 www.bethlehem-pa.gov

.02 www.adobe.com

.02 lewisweb.cc.lehigh.edu
02 www leo lehigh edu

2nd Principal Factor
We started our crawl from

http://www-neos.mcs.anl.gov/neos, 
and crawled 4700 pages,

resulting in 560 
cross-linked hosts.

.75 java.sun.com

.38 www.sun.com

.36 developers.sun.com

.24 see.sun.com

.16 www.samag.com

3rd Principal Factor

.60 www.pueblo.gsa.gov

.45 www.whitehouse.gov

4th Principal Factor

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

.02 www.leo.lehigh.edu

.02 www.distance.lehigh.edu

.02 fp1.cc.lehigh.edu

.13 docs.sun.com

.12 blogs.sun.com

.08 sunsolve.sun.com

.08 www.sun-catalogue.com

.08 news.com.com

.45 www.whitehouse.gov

.35 www.irs.gov

.31 travel.state.gov

.22 www.gsa.gov

.20 www.ssa.gov

.16 www.census.gov

.14 www.govbenefits.gov

.13 www.kids.gov

.13 www.usdoj.gov

.97 mathpost.asu.edu

.18 math.la.asu.edu

.17 www.asu.edu

.04 www.act.org

.03 www.eas.asu.edu

.02 archives.math.utk.edu

.02 www.geom.uiuc.edu

.02 www.fulton.asu.edu

.02 www.amstat.org

.02 www.maa.org

6th Principal Factor

4-58Copyright: Faloutsos, Tong (2009)
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Three-Dimensional View of the Web

Observe that this Obse e t at t s
tensor is very sparse!

[Kolda, Bader, Kenny, ICDM05]
4-59
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Topical HITS (TOPHITS)
Main Idea: Extend the idea behind the HITS model to incorporate 
term (i.e., topical) information.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

term scores 
for 1st topic

term scores 
for 2nd topic

ICDE’09 4-60
[Kolda, Bader, Kenny, ICDM05]
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Topical HITS (TOPHITS)
Main Idea: Extend the idea behind the HITS model to incorporate 
term (i.e., topical) information.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

term scores 
for 1st topic

term scores 
for 2nd topic

ICDE’09 4-61
[Kolda, Bader, Kenny, ICDM05]
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TOPHITS Terms & Authorities 
on Sample Data

.23 JAVA .86 java.sun.com

.18 SUN .38 developers.sun.com

.17 PLATFORM .16 docs.sun.com

.16 SOLARIS .14 see.sun.com

.16 DEVELOPER .14 www.sun.com

.15 EDITION .09 www.samag.com

.15 DOWNLOAD .07 developer.sun.com

.14 INFO .06 sunsolve.sun.com

.12 SOFTWARE .05 access1.sun.com

.12 NO-READABLE-TEXT .05 iforce.sun.com

1st Principal Factor

.20 NO-READABLE-TEXT .99 www.lehigh.edu

.16 FACULTY .06 www2.lehigh.edu

.16 SEARCH .03 www.lehighalumni.com

.16 NEWS

.16 LIBRARIES

.16 COMPUTING

.12 LEHIGH

2nd Principal Factor

.15 NO-READABLE-TEXT .97 www.ibm.com

.15 IBM .18 www.alphaworks.ibm.com

.12 SERVICES .07 www-128.ibm.com

.12 WEBSPHERE .05 www.developer.ibm.com

.12 WEB .02 www.redbooks.ibm.com

.11 DEVELOPERWORKS .01 www.research.ibm.com

.11 LINUX
11 RESOURCES

3rd Principal Factor

.26 INFORMATION .87 www.pueblo.gsa.gov

.24 FEDERAL .24 www.irs.gov

.23 CITIZEN .23 www.whitehouse.gov

.22 OTHER .19 travel.state.gov

.19 CENTER .18 www.gsa.gov

4th Principal Factor

.26 PRESIDENT .87 www.whitehouse.gov
25 NO READABLE TEXT 18 i

6th Principal Factor

TOPHITS uses 3D analysis to find 
the dominant groupings of web 
pages and terms.

wk = # unique links using term k

.11 RESOURCES

.11 TECHNOLOGIES

.10 DOWNLOADS

.19 CENTER .18 www.gsa.gov

.19 LANGUAGES .09 www.consumer.gov

.15 U.S .09 www.kids.gov

.15 PUBLICATIONS .07 www.ssa.gov

.14 CONSUMER .05 www.forms.gov

.13 FREE .04 www.govbenefits.gov

.25 NO-READABLE-TEXT .18 www.irs.gov

.25 BUSH .16 travel.state.gov

.25 WELCOME .10 www.gsa.gov

.17 WHITE .08 www.ssa.gov

.16 U.S .05 www.govbenefits.gov

.15 HOUSE .04 www.census.gov

.13 BUDGET .04 www.usdoj.gov

.13 PRESIDENTS .04 www.kids.gov

.11 OFFICE .02 www.forms.gov

.75 OPTIMIZATION .35 www.palisade.com

.58 SOFTWARE .35 www.solver.com

.08 DECISION .33 plato.la.asu.edu

.07 NEOS .29 www.mat.univie.ac.at

.06 TREE .28 www.ilog.com

.05 GUIDE .26 www.dashoptimization.com

.05 SEARCH .26 www.grabitech.com

.05 ENGINE .25 www-fp.mcs.anl.gov

.05 CONTROL .22 www.spyderopts.com

.05 ILOG .17 www.mosek.com

12th Principal Factor

.46 ADOBE .99 www.adobe.com

.45 READER

.45 ACROBAT

.30 FREE

.30 NO-READABLE-TEXT

.29 HERE

.29 COPY

.05 DOWNLOAD

13th Principal Factor

.50 WEATHER .81 www.weather.gov

.24 OFFICE .41 www.spc.noaa.gov

.23 CENTER .30 lwf.ncdc.noaa.gov

.19 NO-READABLE-TEXT .15 www.cpc.ncep.noaa.gov

.17 ORGANIZATION .14 www.nhc.noaa.gov

.15 NWS .09 www.prh.noaa.gov

.15 SEVERE .07 aviationweather.gov

.15 FIRE .06 www.nohrsc.nws.gov

.15 POLICY .06 www.srh.noaa.gov

.14 CLIMATE

16th Principal Factor

.22 TAX .73 www.irs.gov

.17 TAXES .43 travel.state.gov

.15 CHILD .22 www.ssa.gov

.15 RETIREMENT .08 www.govbenefits.gov

.14 BENEFITS .06 www.usdoj.gov

.14 STATE .03 www.census.gov

.14 INCOME .03 www.usmint.gov

.13 SERVICE .02 www.nws.noaa.gov

.13 REVENUE .02 www.gsa.gov

.12 CREDIT .01 www.annualcreditreport.com

19th Principal Factor

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topicfro

m

to

term scores 
for 1st topic

term scores 
for 2nd topic

Tensor PARAFAC

[Kolda, Bader, Kenny, ICDM05]

CMU SCS

Outline: Part 4

• Virus/influence propagation 
• Blog analysis 
• Community detection and trackingCommunity detection and tracking
• Tensor for web mining: TOPHITS 
• Scalability
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Scalability

• How about handling huge graphs?

ICDE’09 4-64Copyright: Faloutsos, Tong (2009)
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Scalability
• Google: > 450,000 processors in clusters of ~2000 

processors each [Barroso, Dean, Hölzle, “Web Search for 
a Planet: The Google Cluster Architecture” IEEE Micro 
2003]

• Yahoo: 5Pb of data [Fayyad KDD’07]• Yahoo: 5Pb of data [Fayyad, KDD 07]
• Problem: machine failures, on a daily basis
• How to parallelize data mining tasks, then?
• A: map/reduce – hadoop (open-source clone)  

http://hadoop.apache.org/

ICDE’09 4-65Copyright: Faloutsos, Tong (2009)
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2’ intro to hadoop
• master-slave architecture; n-way replication 

(default n=3)
• ‘group by’ of SQL (in parallel, fault-tolerant way)
• e.g, find histogram of word frequency

compute local histograms– compute local histograms
– then merge into global histogram

select course-id, count(*)
from ENROLLMENT
group by course-id
ICDE’09 4-66Copyright: Faloutsos, Tong (2009)
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2’ intro to hadoop
• master-slave architecture; n-way replication 

(default n=3)
• ‘group by’ of SQL (in parallel, fault-tolerant way)
• e.g, find histogram of word frequency

compute local histograms– compute local histograms
– then merge into global histogram

select course-id, count(*)
from ENROLLMENT
group by course-id map

reduce

ICDE’09 4-67Copyright: Faloutsos, Tong (2009)
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User
Program

Reducer

Master

Mapper

fork fork fork

assign
map assign

reduce

local
Output
File 0

write
S lit 0

Input Data
(on HDFS)

Reducer

Mapper

Mapper

read write

remote read,
sort

Output
File 1

Split 0
Split 1
Split 2

By default: 3-way replication;
Late/dead machines: ignored, transparently (!)

ICDE’09 Copyright: Faloutsos, Tong (2009)
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D.I.S.C. 
• ‘Data Intensive Scientific Computing’ [R. 

Bryant, CMU]
– ‘big data’ 
– http://www.cs.cmu.edu/~bryant/pubdir/cmu-

cs-07-128 pdfcs 07 128.pdf
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E.g.: self-*  and DCO systems @ CMU

• >200 nodes
• target: 1 PetaByte

• Greg Ganger +:
– www.pdl.cmu.edu/SelfStar
– www.pdl.cmu.edu/DCO

ICDE’09 4-70Copyright: Faloutsos, Tong (2009)
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OVERALL CONCLUSIONS
Graphs pose a wealth of fascinating 

problems
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CMU SCS

OVERALL CONCLUSIONS
• Part 1: Patterns & Generators

– self-similarity and power laws work, when 
textbook methods fail!

4-72

– New patterns (shrinking diameter, triangle 
laws, NLCC, WPL, etc)

– [New generators: Kronecker, Butterfly]

ICDE, 2009 Copyright: Faloutsos, Tong (2009)
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OVERALL CONCLUSIONS
• Part 2: Powerful Tools

– Matrix tools (SVD, HITS, PageRank) 
– Tensor analysis (PARAFAC, Tucker)

4-73

• Part 3: Proximity
– Fast algorithms
– Link prediction
– Proximity tracking over time

ICDE’09 Copyright: Faloutsos, Tong (2009)
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OVERALL CONCLUSIONS
• Part 4: Applications

– Virus propagation
– Blog analysis

4-74

– Community tracking with MDL
– Tensor for web mining: TOPHITS
– Scalability (map/reduce & hadoop)
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Thank you!
For papers, data, code:

Christos Faloutsos
d / h i t

ICDE’09 Copyright: Faloutsos, Tong (2009)

www.cs.cmu.edu/~christos

Hanghang Tong
www.cs.cmu.edu/~htong
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