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ABSTRACT
Finding node associations across different networks is the cornerstone behind a wealth of high-impact data mining applications. Traditional approaches are often, explicitly or implicitly, built upon the linearity and/or consistency assumptions. On the other hand, the recent network embedding based methods promise a natural way to handle the non-linearity, yet they could suffer from the disparate node embedding space of different networks. In this paper, we address these limitations and tackle cross-network node associations from a new angle, i.e., cross-network transformation. We ask a generic question: Given two different networks, how can we transform one network to another? We propose an end-to-end model that learns a composition of nonlinear operations so that one network can be transformed to another in a hierarchical manner. The proposed model bears three distinctive advantages. First (composite transformation), it goes beyond the linearity/consistency assumptions and performs the cross-network transformation through a composition of nonlinear computations. Second (representation power), it can learn the transformation of both network structures and node attributes at different resolutions while identifying the cross-network node associations. Third (generality), it can be applied to various tasks, including network alignment, recommendation, cross-layer dependency inference. Extensive experiments on different tasks validate and verify the effectiveness of the proposed model.
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1 INTRODUCTION
In the era of big data, networks are often multi-sourced. Finding the node associations across different networks is a key stepping stone to explore deep insights from such multi-sourced networks.

If nodes in different networks represent the same type of entities, finding the cross-network node associations is essentially the (soft) network alignment problem [38]. For example, aligning suspects across different transaction networks helps integrate the transaction histories of the suspects at different financial institutes, which in turn facilitates to uncover the complex financial fraud schema. On the other hand, if nodes in different networks represent different types of entities, finding the cross-network node associations is often referred to as the cross-layer dependency inference problem [1]. It indicates how entities of different types from different networks interact with each other. For instance, the user-product interactions across a social network and a product similarity network can be used for social recommendations [34]. In a biological system, the protein-protein interaction (PPI) networks are often coupled with the disease networks, and the cross-network node associations may indicate how diseases are related to different genes [22].

Traditional methods for cross-network node associations are often, explicitly or implicitly, built upon the linearity and/or consistency assumptions. For example, classic graph matching based network alignment methods often assume networks are noisy permutations of each other and minimize $\|B_0 - PA_0P^T\|_F^2$, where $A_0$, $B_0$ are the adjacency matrices of two networks and $P$ is the permutation matrix [17, 37]. This formulation together with many of its variants (e.g., [38]) implicitly embraces a linear operation. As for cross-layer dependency inference, a typical approach is based on network-regularized matrix factorization [1, 16, 32] under the consistency/homophily assumption. For example, in social recommendation, these methods typically assume similar users tend to share similar latent representations.

More recent efforts aim to approach the cross-network node association problem by learning node embedding vectors of different networks [3, 20]. These methods can potentially go beyond the linearity and/or the consistency assumptions behind the complex cross-network node associations by learning node embedding vectors through nonlinear functions. However, the node embedding vectors of different networks often lie in the disparate vector spaces which might be incomparable with each other. For instance, if we shift, rotate or scale the node embeddings of one network, it could significantly impair network alignment results [5].

In this paper, we address the above limitations and tackle cross-network node associations from a new angle, i.e., cross-network transformation. We ask a generic question: Given two different networks, how can we transform one network to another? We propose an end-to-end model NetTrans that bears three key advantages. First

1To see this, the objective function of graph matching based network alignment is equivalent to minimizing $\|\text{vec}(B_0) - P\text{vec}(A_0)\|_F^2$ where $\text{vec}(A_0)$, $\text{vec}(B_0)$ denote the vectors of node pairs and $P = P \otimes P$ is the Kronecker product of the permutation matrix. $P$ is used as a single linear transformation across the node pairs of two networks.
(composite transformation), instead of learning a single linear transformation function underpinning graph matching based methods, the proposed model learns a composition of nonlinear functions to transform both network structures and node attributes, and in the meanwhile reveals the cross-network associations. Second (representation power), by exploiting the multi-resolution characteristics underlying the networks, the proposed pooling layer TransPool can learn the hierarchical representations of the networks and the unpooling layer TransUnPool learns the transformations at different resolutions. Third (generality), the proposed model is generic and it can be easily applied to numerous tasks, such as network alignment, social recommendation, cross-layer dependence inference, etc. The main contributions of this paper can be summarized as follows:

- **Problem Definition.** To our best knowledge, we are the first to address the cross-network transformation problem.
- **End-to-End Model.** We propose an end-to-end model NetTrans which composes of the novel pooling and unpooling operations to learn the transformation functions and find the node associations across different networks.
- **Experimental Results.** We perform extensive experiments in network alignment and social recommendation, which demonstrate the effectiveness of the proposed model to find the cross-network node associations.

The rest of the paper is organized as follows. Section 2 defines the cross-network transformation problem. Section 3 presents the proposed NetTrans model. Section 4 shows the experimental results. Related works and conclusion are given in Section 5 and Section 6.

## 2 PROBLEM DEFINITION

Table 1 summarizes the main symbols and notations used throughout the paper. We use bold uppercase letters for matrices (e.g., $A$), bold lowercase letters for vectors (e.g., $a$), and lowercase letters (e.g., $a$) for scalars. We use $A(i,j)$ to denote the entry at the intersection of the $i$-th row and $j$-th column of the matrix $A$, $A(i,:)$ to denote the $i$-th row of $A$ and $A(:,j)$ to denote the $j$-th column of $A$. We denote the transpose of a matrix by a superscript $T$ (e.g., $A^T$ is the transpose of $A$). Furthermore, we use subscripts to index the matrices in different layers. For example, we use $A_0$ to denote the input adjacency matrix and $A_1$ as the adjacency matrix of the coarsened network in the $l$-th layer. In addition, we use $u$, $v$ to index the nodes of two input networks and use $u'$, $v'$ to index the supernodes of the coarsened networks in each layer. Note that the supernode-$u'$ of the output coarsened network obtained in the $(l-1)$-th layer is equivalent to the node-$u'$ of the input network in the $l$-th layer. In this paper, we use ‘graphs’ and ‘networks’ interchangeably.

Multi-sourced networks are often associated with each other, in terms of the network structures, node attributes and cross-network node associations. In other words, there exist some functions that link the multi-sourced networks together. In this paper, we consider to learn a transformation function denoted by $g(\cdot)$ such that the source network $G_1$ can be transformed to the target network $G_2$, i.e., $g(G_1) \approx G_2$. Figure 1 (a) presents an illustrative example in the network alignment scenario. As we can see, the source network $G_1$ and target network $G_2$ have different network structures as well as node attributes, and more importantly, the cross-network node associations (i.e., node correspondences) are unknown. Our goal is to learn the transformation functions on both network structures and node attributes while identifying the cross-network associations.

To be specific, we use the following major notations to describe the cross-network transformation. First, we denote the input source network $G_1$ and target network $G_2$ by triplets, i.e., $G_1 = (\mathcal{V}_1, A_0, X_0)$ and $G_2 = (\mathcal{V}_2, B_0, Y_0)$\(^2\) where $\mathcal{V}_1, A_0, X_0$ denote the set of nodes, adjacency matrix and node attributes of $G_1$, respectively and similarly for $G_2$. Second, we denote the transformation function on network structures and node attributes by $g$ such that $(B_0, Y_0) \approx g(A_0, X_0)$. Lastly, the transformation function induces the node associations across different networks and is denoted by $\gamma_{nod}$.

- **Problem 1. Cross-Network Transformation.**

  **Given:** (1) input source network $G_1 = (\mathcal{V}_1, A_0, X_0)$ and target network $G_2 = (\mathcal{V}_2, B_0, Y_0)$ where $\mathcal{V}_1, \mathcal{V}_2$ denote the nodes of $G_1, G_2$,

  \(^2\)If the attributes are not available, one can simply set $X_0, Y_0$ as identity matrices or manually extract structure-dependent attributes.

Table 1: Symbols and Notations

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1, G_2$</td>
<td>input source and target networks</td>
</tr>
<tr>
<td>$\mathcal{V}_1, \mathcal{V}_2$</td>
<td>the sets of nodes of $G_1$ and $G_2$</td>
</tr>
<tr>
<td>$A_0, B_0$</td>
<td>input adjacency matrices of $G_1$ and $G_2$</td>
</tr>
<tr>
<td>$X_0, Y_0$</td>
<td>input node attribute matrices of $G_1$ and $G_2$</td>
</tr>
<tr>
<td>$n_0, m_0$</td>
<td># of nodes in $A_0$ and $B_0$</td>
</tr>
<tr>
<td>$A_l, B_l$</td>
<td>adjacency matrices of $G_1$ and $G_2$ in the $l$-th layer</td>
</tr>
<tr>
<td>$X_l, Y_l$</td>
<td>node feature matrices in the $l$-th layer</td>
</tr>
<tr>
<td>$P_l$</td>
<td>node-supernode assignment matrix in the $l$-th layer</td>
</tr>
<tr>
<td>$n_1, m_1$</td>
<td># of nodes in $A_l$ and $B_l$ in the $l$-th layer</td>
</tr>
<tr>
<td>$L$</td>
<td># of layers of both encoder and decoder</td>
</tr>
</tbody>
</table>

\[ g, \beta, \gamma \] parameters controlling the importance of loss terms

[Concatenation operator of two vectors]
A₀, B₀ are the adjacency matrices and X₀, Y₀ are the node attribute matrices of G₁, G₂, and (2) partial knowledge of the cross-network node associations L where L(u, v) indicates whether node-u in G₁ associates with node-v in G₂ a priori.

Output: (1) the cross-network transformation function \( g = \mathcal{F} \circ \mathcal{H} \) where \( \mathcal{F} \) denotes a set of encoding functions and \( \mathcal{H} \) denotes the decoding functions such that \( g(G₁) = G₂ \), and (2) the cross-network association function \( g_{node} \) where \( g_{node}(u, v) \) measures to what extent node-u in G₁ is associated with node-v in G₂.

Let us take the graph matching based methods as an example to further illustrate the functions \( g \) and \( g_{node} \); given two networks \( G₁ = (V₁, A₀, X₀) \) and \( G₂ = (V₂, B₀, Y₀) \) with the same type of nodes, graph matching based methods aim to learn a permutation matrix \( P \), indicating the node correspondence between \( V₁, V₂ \) (i.e., \( g_{node} \)). In the meanwhile, the matrix \( P \) is also used as a single transformation function such that \( \text{vec}(B₀) = \hat{P} \text{vec}(A₀) \) and \( Y₀ = PX₀ \) where \( P = P \circ P \). Thus, the transformation function \( g \) can be written as \( g(\text{vec}(A₀), X₀) = (\hat{P} \text{vec}(A₀), PX₀) \). And the cross-network node association function \( g_{node}(u, v) = \hat{P}(u, v) \). Despite its elegant mathematical formulation, such a single linear transformation might over-simplify the complex associations across networks.

Remarks. Note that the cross-network transformation problem is similar to but bears subtle differences from the graph-to-graph translation problem [10, 13]. For the latter, it implicitly assumes that nodes in different networks are of the same type and all node correspondences are perfectly known a priori. In contrast, the cross-network transformation problem that we study in this paper aims to learn such node associations from the networks (i.e., the function \( g_{node} \)), in addition to learning the transformation function \( g \).

We envision that the learned transformation functions from Problem 1 can be applied in a variety of data mining tasks. In this paper, we focus on two such tasks, including (Task 1) network alignment and (Task 2) social recommendation. In Task 1, we consider two networks with the same type of nodes and the transformation function \( g_{node} \) measures to what extent that two nodes are aligned with each other. In Task 2, we consider a social network and a product similarity network, and the transformation function \( g_{node} \) predicts whether a user likes/buys a product.

3 THE NETTRANS MODEL

In this section, we present the proposed model NetTrans, an end-to-end semi-supervised model to solve Problem 1. We start by giving an overview of our model, and then detail the components of the model, followed by the discussions on the potential generalizations.

3.1 NetTrans Model Overview

The core challenge of cross-network transformation lies in how to design a model that can jointly learn the transformation function \( g \) and the cross-network node associations \( g_{node} \). In this paper, we propose an encoder-decoder architecture that decomposes the transformation function \( g \) into two parts, including the encoder \( \mathcal{F} \) and the decoder \( \mathcal{H} \). We exploit the multi-resolution characteristics of real-world networks in both the encoder and the decoder. The overall architecture of the proposed NetTrans model is shown in Figure 2. The encoder \( \mathcal{F} \) aims to coarsen the source network and learn the network structure and node representations at different resolutions. On the other hand, the decoder \( \mathcal{H} \) reconstructs the structure and node representations of the target network at different resolutions. To make the source network and target network at different resolutions comparable to each other, we design the encoder and decoder to have the same number of layers (i.e., \( L \)). To learn the cross-network node associations \( g_{node} \), we need to simultaneously learn the node assignments across two adjacent resolutions indicating which nodes at the finer resolution are merged into which nodes in the next coarser resolution. To this end, we propose a pooling layer TransPool as the core component of the encoder and an unpooling layer TransUnPool in the decoder.

The intuition behind such a design is that we could simplify the cross-network transformation at the coarser resolutions, since the coarsened networks are likely to become more similar with each other. For instance, given a social network and a product similarity network, the nodes at the coarse resolutions might share similar latent meanings (e.g., a group of users who like to buy computers vs. a group of computer-related products). Moreover, the association between a group of users and a group of similar products will provide critical auxiliary information to infer the associations between the users and products in these groups. Finally, with this hierarchical learning, the proposed TransUnPool layers naturally learns the functions to model how network structures and node representations are transformed at different resolutions.

3.2 NetTrans Encoder

Denote \( \mathcal{F} = \{f_l\} \) as the functions in the encoder where \( f_l, l = 1, \cdots, L \) represents the encoding function in the \( l \)-th encoder layer. In the \( l \)-th encoder layer, the function \( f_l(\cdot, \cdot) \) on the network can be decomposed into learning the adjacency matrix and node attributes of the coarsened network. Denote \( \mathcal{A}_l \in \mathbb{R}^{n_l \times n_l} \) and \( \mathcal{X}_l \in \mathbb{R}^{n_l \times d_l} \) as the output adjacency matrix and node representations of the coarsened network in the \( l \)-th layer. Given the inputs \( \mathcal{A}_{l-1} \in \mathbb{R}^{n_{l-1} \times n_{l-1}} \), \( n_l \leq n_{l-1} \) and \( \mathcal{X}_{l-1} \in \mathbb{R}^{n_{l-1} \times d_{l-1}} \) which is the output coarsened network in the \( (l - 1) \)-th layer, we can denote the encoding function by \( \mathcal{A}_l, \mathcal{X}_l = f_l(\mathcal{A}_{l-1}, \mathcal{X}_{l-1}) \). For example, the outputs of the first encoder layer can be computed by \( \mathcal{A}_1, \mathcal{X}_1 = f_1(\mathcal{A}_0, \mathcal{X}_0) \).

To learn the structure of the coarsened networks, one prevalent choice is to coarsen the network with an assignment matrix, e.g., \( \mathcal{A}_l = P_l \mathcal{A}_{l-1} P_l \) where \( P_l \in \mathbb{R}^{n_l \times n_{l-1}} \) and \( P_l(u, u') \) measures the strength of node-\( u \) in \( \mathcal{A}_{l-1} \) being merged into the supernode-\( u' \).

Existing methods to compute \( P_l \) include the classic methods that
calculate it deterministically (e.g., [26]) and graph neural networks based methods [35]. One advantage is that all nodes are assigned to certain supernodes based on the dense assignment matrix. However, these methods might lead to costly computations and the densely connected network structure [35]. We also remark in Proposition 1 that this coarsening process is built upon linear operations which might insufficiently capture the underlying hierarchical structures.

**Proposition 1.** Given an assignment matrix \( P_l \), the coarsening process \( A_l = P_l A_{l-1} P_l^T \) constructs edges by linear operations.

**Proof.** See Appendix.

Another way to coarsen networks is the learnable importance-based pooling operations [9, 19]. These methods basically select the top-k important nodes as supernodes, and preserve the original connections among the selected nodes as the edges among the corresponding supernodes. The advantages of these methods include the efficient computations and the sparse structure of the coarsened networks. Note that keeping the original connections can be viewed as a special case of assignment matrix based methods. Specifically, the assignment matrix \( P_l(u', u) = 1 \) if and only if node-\( u \) is selected and re-indexed to supernode-\( u' \). Thus, according to Proposition 2, the informativeness of the coarsened structure by these methods is also hindered by the underlying linear operations. In addition, it is unknown how those unselected nodes are assigned to the supernodes (i.e., \( P_l(u, u) = 0 \) for all \( u \) that are not selected). To this end, we propose a new graph pooling operation TransPool (shown in Figure 3) that can balance between the above two types of pooling strategies and learn the assignments for all nodes.

Following [9, 19], in the \( l \)-th encoder layer, we first feed the inputs \((A_{l-1}, X_{l-1})\) to a graph convolutional layer (e.g., [15]) before the pooling layer. By denoting \( X_l = \text{GCN}(A_{l-1}, X_{l-1}) \), we compute the self-attention scores \( z_l \in \mathbb{R}^{|N_l|} \) by a graph convolutional layer [15] to measure the node importance [19]. This is formulated by

\[
    z_l = \sigma \left( D^{-\frac{1}{2}}_{l-1} A_{l-1} D^{-\frac{1}{2}}_{l-1} X_l W_l^\text{self} \right)
\]

where \( \sigma(\cdot) \) denotes the nonlinear activation function (e.g., \( \text{tanh} \)), \( A_{l-1} = A_{l-1} + I \), \( A_{l-1} \in \mathbb{R}^{|N_{l-1}||N_{l-1}|} \) is the input adjacency matrix in the \( l \)-th encoder layer, \( D_{l-1} \) is the diagonal degree matrix of \( A_{l-1} \), \( X_l \in \mathbb{R}^{|N_l| \times d_l} \) is the input node feature matrix, and \( W_l^\text{self} \in \mathbb{R}^{d_l \times d_l} \) contains the parameters to compute the self-attention scores. By using these self-attention scores to measure node importance, both network structure and node features are naturally encoded. Thus, nodes of the top-\( n_l \) scores are likely to be more important to capture the structural and feature information. In [9, 19], these selected top-\( n_l \) nodes are then used as masks to construct the adjacency matrix and node features of the coarsened network. Specifically, by denoting the indices of the selected nodes as \( I = \text{top-rank}(z_l) \), [9, 19] compute \( A_l = A_{l-1}(I, I) = P_l A_{l-1} P_l^T \) where \( I_u \) is the \( u \)-th element of \( I \) and \( P_l(u', I_u) = 1 \), \( \forall u' = 1, \ldots, n_l \) are the only nonzero elements in \( P_l \). The coarsened node features are computed by \( X_l(u', :) = X_l(I_u, :) \odot z_l(u') \) where \( \odot \) is element-wise product.

However, this simple masking-based pooling operation has two potential limitations. First, the computation of output feature matrix \( X_l \) in [9, 19] insufficiently leverages the representations of the unselected nodes by simply re-scaling \( X_l \) based on \( z_l \). Second, as mentioned before, edges in the coarsened adjacency matrix are constructed by linear operations. Besides, the coarsened network empirically may contain isolated nodes. For example, an isolated node-\( u' \) can occur when \( A_{l-1}(I_u, I_u) = 0 \) for some \( u' \) (e.g., node-1 and node-5 in red in Figure 3). Note that the isolated nodes cannot be completely avoided by Eq. (1). Such an issue could further lead to the inability of the information propagation to the isolated nodes in the next encoder layer, making the network structure and node representation learning at the coarser resolutions even worse.

To address the first issue, instead of directly rescaling the representation vectors, we allow message passing from \( n_{l-1} \) nodes to the selected \( n_l \) supernodes. In particular, we use attention-based message passing [30] formulated as below.

\[
    \hat{X}_l(u', :) = \sigma \left( \hat{X}_l(I_u', :) W_l^1 + \sum_{u \in N_{l-1}} a_{u'u} \hat{X}_l(u, :) W_l^1 \right)
\]

\[
    a_{u'u} = \frac{\exp \left( a_l^T \left[ \hat{X}_l(I_u', :) W_l^1 \parallel \hat{X}_l(u, :) W_l^1 \right] \right)}{\sum_{u'' \in N_{l-1}} \exp \left( a_l^T \left[ \hat{X}_l(I_u', :) W_l^1 \parallel \hat{X}_l(u, :) W_l^1 \right] \right)}
\]

where \( N_{l-1} \) denotes the 1-hop neighborhood of supernode-\( u' \) in the bipartite graph \( \hat{G}_l \) formed by \( A_{l-1}(I_u, :) \), \( a_l \in \mathbb{R}^{2d_l} \) and \( W_l^1 \in \mathbb{R}^{d_l \times d_l} \) are the parameters to be learned. However, Eq. (2) cannot aggregate the features from the nodes that are multi-hop away from the selected nodes (e.g., from node-10 to node-5). As a remedy,
we propose to additionally aggregate the node features based on the assignment matrix \( P_l \). To efficiently learn \( P_l \), we propose the following mechanism to select supernode candidates. First, for a node \( u \) that have some supernodes as their 1-hop neighbors in \( G_1 \), they can be assigned only to their 1-hop neighboring supernodes, i.e., \( C(u) = \{ u' | A_{L-1}(u, u') = 1, u' = 1, \ldots, n_1 \} \). For example, in Figure 3, node-6 can be assigned to either node-1 or node-5. Second, for some node \( u \) that connects to supernodes exactly in 2 hops (e.g., node-10 in Figure 3), we select the candidates of supernodes by \( C(u) = \{ u' | A_{L-1}(u, u') = 1, A_{L-1}(u, u') = 0, u' = 1, \ldots, n_1 \} \). For the rest of nodes (e.g., node-11), we simply set \( C(u) = \{ u' | u' = 1, \ldots, n_1 \} \). In addition, a hard assignment matrix \( P_l \) often requires each column of \( P_l \) to be a one-hot vector, i.e., \( P_l(u', u) = 1 \) if and only if node \( u \) is merged into supernode \( u' \). However, it is very difficult to directly learn those one-hot vectors as they essentially involve discrete variables, making the computations non-differentiable. In our paper, we use the continuous Gumbel softmax [12] functions to approximate them which computes \( P_l \) by

\[
P_l(u', u) = \frac{\exp \left( \log \left( \tilde{X}_l(u', u) W_l^T \right) + g_{u'u} / \tau \right)}{\sum_{c \in C(u)} \exp \left( \log \left( \tilde{X}_l(c, u) W_l^T \right) + g_{uc} / \tau \right)}
\]

where \( u' \in C(u) \), \( g_{u'u} \) is drawn from Gumbel(0,1) distribution, \( W_l \) is the parameter matrix and \( \tau \) is the softmax temperature. According to the Gumbel softmax distribution [12], as \( \tau \to +\infty \), \( P_l(\cdot, u) \) becomes a uniform distribution. In contrast, as \( \tau \to 0 \), \( P_l(\cdot, u) \) is close to a one-hot vector but the variance of the gradients is large. Thus, we learn the parameters by starting with a large temperature and annealing to a small temperature \( \tau \). We then aggregate the information from distant nodes into the supernodes by \( P_l X W_l^T \), which can aid the representation learning of supernodes to better summarize the local neighborhoods. The output representations of the supernodes are computed by

\[
X_l = \text{Aggregate}(\tilde{X}_l, P_l \tilde{X}_l W_l^T) \quad (4)
\]

where \( \text{Aggregate}(\cdot, \cdot) \) is a layer-wise aggregation. In our paper, we use the max aggregation which simply takes the element-wise max.

To go beyond the linearity behind the coarsening process and address the issue of isolated supernodes, our key idea is to leverage the representations of supernodes to add auxiliary weighted edges. Specifically, we add weights to the existing edges among the supernodes in \( A_{L-1}(I, I) \) to measure the edge strengths. For isolated supernodes, we compensate the edges by adding weighted edges only between isolated supernodes and the rest of supernodes. Note that the isolated supernodes \( \hat{A}_l \) can be simply detected by whether there exist edges connecting to them in \( A_{L-1}(I, I) \) [8]. Then, under the classic assumption that nodes with similar representations are likely to be connected, the auxiliary edges to be added are computed by a sigmoid function, i.e., \( \hat{A}_l = \frac{1}{2}(A_{L-1}(I, I) + \hat{A}_l) \) where

\[
\hat{A}_l(u_1', u_2') = \begin{cases} 2\sigma_e \left(X_l(u_1', \cdot) X_l(u_2', \cdot)^T\right) & \text{if } u_1' \in I_l^+ \text{ or } u_2' \in I_l^+ \\ \sigma_e \left(X_l(u_1', \cdot) X_l(u_2', \cdot)^T\right) & \text{if } u_1' \notin I_l^+ \text{ and } u_2' \notin I_l^+ \\ 0 & \text{otherwise} \end{cases}
\]

and \( \sigma_e(x) = \frac{1}{1 + e^{-x}} \) is the sigmoid function. In summary, we have the encoding function on adjacency matrices and node features as

\[
(A_l, X_l) = f_l(A_{L-1}, X_{L-1}) = \text{TransPool}(\text{GCN}(A_{L-1}, X_{L-1})) \quad (5)
\]

Figure 4: Illustrations of the message passing in TransUnPool layer corresponding to the pooling layer in Figure 3.

### 3.3 NetTrans Decoder

Our goal of the decoder is to learn node representations and the edges among the nodes in the context of the target network \( G_2 \). We denote the decoder by a set of functions \( \mathcal{H} = \{ h_k \}, k = 1, \ldots, L \) where \( h_k(\cdot, \cdot) \) represents the decoding function at the \( k \)-th decoder layer. At the \( k \)-th decoder layer, the decoding function takes \( B_{L-k+1}, Y_{L-k+1} \) as inputs and outputs \( B_{L-k}, Y_{L-k} \) as the adjacency matrix and node representations of the target network at the next finer resolution. Note that we have \( Y_{L-k+1} \in \mathbb{R}^{m_{L-k+1} \times d_{L-k+1}} \) and \( Y_{L-k} \in \mathbb{R}^{m_{L-k} \times d_{L-k}} \) where \( m_{L-k}, m_{L-k+1} \) (\( m_{L-k} \geq m_{L-k+1} \)) denote the numbers of nodes. Similar to the encoder, we denote the \( k \)-th decoder layer as \( (B_{L-k}, Y_{L-k}) = h_k(B_{L-k}, Y_{L-k}) \).

Existing unpooling operator includes \( g \text{UnPool} \) [9] for a single network that restores the structure and node hidden representations of the input network \( G_1 \) obtained in different encoder layers. However, it is restricted to a single network and cannot be applied to the cross-network scenario due to the following reasons. First (node associations), nodes in different networks can have different types. And even for the networks of the same node type, the cross-network node correspondences are unknown. Thus, without the knowledge of the cross-network node associations, it is inappropriate to use the node ordering of the source network as the reference of the target network. Second (network structure), networks from different sources might have different structural patterns. In this way, it might mislead learning the structures of the target network at different resolutions. Third (node representations), nodes in different networks, either of the same type or of different types, can carry different structural and attribute information.

In our paper, instead of copying the structure and node representations of source network, we design a novel unpooling layer (TransUnPool) to decode the target network at different resolutions. To address the first issue, since learning the cross-network node associations in different layers is nested together leading to a sophisticated learning process and costly computations, we simplify it by assuming the supernodes in the encoder layers represent the same set of latent entities as those in the corresponding decoder layers. For example, suppose a supernode-\( u' \) of the source social network in an encoder layer represents a group of users who like computers, then this supernode in its symmetric decoder layer may represent a set of products related to computers. That is, the supernode-\( u' \) in both encoder and decoder layers represents the same latent entity ‘computer’. By doing this, the supernodes in the encoders and decoders are naturally one-to-one mapped and the assignment matrix \( P_l \) (\( l \geq 2 \)) can be shared with the \( k \)-th (\( k = L - l + 1 \)) decoder layer.
To address other issues, we hypothesize that two networks are close to each other at the coarsest resolution such that they share the same network structure and the node representations \( Y_L \) can be transformed from \( X_L \) via a multilayer perceptron (MLP), i.e.,

\[
B_L = A_L, \quad Y_L = MLP_1(X_L).
\]

Then, given the input supernode representations \( Y_{L-k+1} \) \((k < L)\) in the \( k \)-th decoder layer, to learn the structure and node representations of the target network at the corresponding resolution, we propose the following message passing module (shown in Figure 4) as a building block. Specifically, we define two types of messages that propagate to the nodes. The first type of messages are those that propagate from supernodes to nodes via the bipartite edges \( P_{L-k+1} \) (denoted by black dashed lines in Figure 4). Mathematically, these bipartite messages are formulated by

\[
m^k_{v'_u \rightarrow v} = P_{L-k+1}(v'_u, v) \otimes (Y_{L-k+1}(v'_u, \cdot))W^k_3
\]

where \( W^k_3 \in \mathbb{R}^{d_{L-k+1} \times d_{L-k}} \) is the parameter matrix and \( P_{L-k+1}(v'_u, v) \) is used to weigh the importance of the message based on to what extent the node-\( u \) is merged into supernode-\( v' \) in the \((L-k+1)\)-th encoder layer. Another type of messages are passed among the nodes in the unipartite graph. Our intuition is that the structures and node representations of the coarsened source networks in the encoder layers can provide some initial information, based on which we aim to calibrate the structure and node representations to fit the target network \( G_2 \). Specifically, we first transfer the adjacency matrix \( A_{L-k} \) and node representations \( X_{L-k} \) through the skip connections (denoted by the black dash dotted lines in Figure 2). Then, we define the messages along the edges in the unipartite graph by

\[
m^k_{v_1 \rightarrow v} = \frac{1}{\sqrt{|N_u|}} X_{L-k}(v_1, \cdot)W^k_3
\]

where \( W^k_3 \in \mathbb{R}^{d_{L-k+1} \times d_{L-k}} \) is the parameter matrix and \( |N_u| \) denotes the number of neighbors of node-\( u \) according to \( A_{L-k} \). In this way, the representations of nodes in the \( k \)-th decoder layer can be computed by combining both types of messages as

\[
Y_{L-k}(v, \cdot) = \sum_{v'_u, s.t., P_{L-k+1}(v'_u, v) > 0} m^k_{v'_u \rightarrow v} + \sum_{v_1 \in N_u} A_{L-k}(v_1, v) \otimes m^k_{v_1 \rightarrow v}.
\]

To calibrate the network structure to learn the structural pattern of \( G_2 \) at different resolutions, we use \( Y_{L-k} \) to compute to what extent we need to add/delete edges upon \( A_{L-k} \), written as

\[
B_{L-k}(v, v_1) = \frac{1}{2} \max\{0, A_{L-k}(v, v_1) + \sigma_t(Y_{L-k}(v, \cdot)Y_{L-k}(v_1, \cdot)^T)\}
\]

where \( \sigma_t(x) \in (-1, 1) \) denotes the \( \text{tanh} \) activation function and we use a ReLU function to make \( B_{L-k} \) only contain nonnegative entries. However, Eq. (10) calculates \( O(m^k_{v'_u \rightarrow v}) \) number of values, which is computationally costly. To make it more efficient, we only compute \( \sigma_t(Y_{L-k}(v, \cdot)Y_{L-k}(v_1, \cdot)^T) \) for the \((v, v_1)\) such that \( A_{L-k}(v, v_1) \neq 0 \), which in practice performs well in our experiments.

In the last decoder layer (i.e., \( k = L \)), we cannot directly use \( P_1 \) as in Eq. (7) given that the nodes in \( G_1 \) might either (1) have a different type from nodes in \( G_2 \) or (2) have the same type but the correspondences to nodes in \( G_2 \) are unknown. Fortunately, we have a partial knowledge of the cross-network node associations across \( G_1 \) and \( G_2 \) based on \( L(u, v) \) indicating whether node-\( u \) in \( G_1 \) associates with node-\( v \) in \( G_2 \) a priori. Note that \( (P_1L)(v'_u, v) = \sum_{v_1} P_1(v'_u, u)L(u, v) \) measures the strength of the assignment between node-\( u \) in \( G_2 \) and the supernode-\( u' \) based on how many nodes in \( G_1 \) that are associated with node-\( v \) in \( G_2 \) a priori and also assigned to supernode-\( u' \). In this way, we can use \( Q_1 = P_1L \) as the partially existing edges for bipartite message passing (i.e., dashed lines in Figure 4). In addition, we can construct bipartite messages at the last decoder layer from the nodes in \( G_1 \) to nodes in \( G_2 \) at the finest resolution through the prior knowledge \( L \) similarly as

\[
m^L_{u \rightarrow v} = Q_1(v'_u, v) \otimes (Y_1(v'_u, \cdot)W^2_3)
\]

\[
m^L_{v \rightarrow u} = \frac{1}{\sqrt{|N_u|}} Y_1(v_1, \cdot)W^1_3
\]

where \( N_u \) denotes the neighborhood of node-\( u \) and the node-\( v \) itself in the original target network \( G_2 \). The final node representations of \( G_2 \) can be computed by aggregating the messages in Eq. (11) as

\[
\hat{Y}_2(v, \cdot) = \sum_{v'_u, s.t., Q_1(v'_u, v) > 0} m^L_{u \rightarrow v} + \sum_{v_1 \in N_u} B_2(v_1, v) \otimes m^L_{v_1 \rightarrow v} + \sum_{u, s.t., L(u, v) > 0} m^L_{u \rightarrow v}.
\]

In summary, the \( k \)-th decoder layer can be computed by Eq. (9) and Eq. (10) (Eq. (12) in the \( L \)-th decoder layer) and

\[
h_k = \text{TransUnPool}(Y_{L-k+1}, A_{L-k}, X_{L-k}, P_{L-k+1})
\]

### 3.4 NetTrans Model Training

With \( L \) encoder layers and \( L \) decoder layers, we can write the transformation function \( g \) of network structure and node attributes as

\[
g = h_L \circ \cdots \circ h_1 \circ f_L \circ \cdots \circ f_1.
\]

To learn the model parameters, our objectives are to reconstruct the target network \( G_2 \) in terms of both structure and node attributes, while reflecting the observed cross-network node associations \( L \). To reconstruct the structure of \( G_2 \), we minimize the binary cross-entropy loss over edges written as follows.

\[
L_{\text{adj}} = -\frac{1}{|E|} \sum_{(u, v) \in E} [y_{uv} \log p_{uv} + (1 - y_{uv}) \log (1 - p_{uv})]
\]

where \( p_{uv} = \sigma_t(Y_1(\cdot, \cdot)^T) \), \( E = E_2 \cup \hat{E}_2 \) denotes the set of existing edges and samples of non-existent edges of \( G_2 \) respectively, and \( y_{uv} = 1 \) if \((u, v) \in E_2 \) otherwise \( y_{uv} = 0 \).

To reconstruct node attributes \( Y_0 \) of \( G_2 \), we further feed the output node representations \( Y_0 \) to an MLP and minimize the mean squared error with the input node attributes \( Y_0 \), that is,

\[
L_{\text{attr}} = \frac{1}{\lambda_0} \|Y_0 - \text{MLP}_2(\hat{Y}_2)\|_2^2
\]

In addition, we minimize the error of the known cross-network node associations by a margin ranking loss in the network alignment task and by a Bayesian personalized ranking loss [25] in social recommendation. Specifically in network alignment, given a set of triplets \( O = \{(u, v, u') \mid (u, v) \in R^+, (u, v') \in R^-\} \) where \( R^+ = \{(u, v) \mid L(u, v) = 1\} \) denotes the observed node associations, and \( R^- = \{(u, v') \mid L(u, v') = 0, \exists v, s.t. L(u, v') = 1\} \) denotes a set of sampled negative associations, the margin ranking loss is

\[
L_{\text{rank}} = \frac{1}{|O|} \sum_{(u, v, u') \in O} \max\{0, \lambda - (g_{\text{node}}(u, v) - g_{\text{node}}(u, v'))\}
\]
where $\lambda$ is the margin size and $g_{\text{node}}(u, v)$ is computed by

$$
g_{\text{node}}(u, v) = \left[ P_{t}^{y}(Y_{t}^{G_{0}^y}) \right] (u, v) = \sum_{u'} P_{t}(u', u) \left( Y_{t}^{G_{0}^y} \right) (u', v).
$$

The overall loss function can be now formulated as below.

$$L = \alpha L_{\text{adj}} + \beta L_{\text{attr}} + \gamma L_{\text{rank}}$$

### 3.5 NetTrans: Variants and Generalizations

The proposed NetTrans is flexible and can be generalized in multiple aspects. Due to the space limit, we only give a few examples.

- **Bi-directional cross-network transformation.** NetTrans can be generalized to a bi-directional transformation model. That is, in addition to transforming from the source network to the target network, the bi-directional model also learns the transformation functions in the reverse direction.

- **Graph-to-subgraph transformation.** When input source network is a large data graph and the target network is a small query graph, NetTrans can be tailored to learn the transformation from the data graph to the query graph and the node associations may indicate the subgraph matching.

- **Dynamic network transformation.** When we have a dynamic network $G_t$ at timestamp $t$ as the source network and $G_{t+1}$ as the target network. In this case, we can generalize our transformation model to handle dynamic networks and learn how networks evolve over time.

- **Single network auto-encoder.** When the source network and target network are the same network in which case the node associations are naturally known, the proposed NetTrans model degenerates to an auto-encoder which captures the hierarchical structure of the network.

### 4 EXPERIMENTAL RESULTS

We apply the proposed model to network alignment and one-class social recommendation. We evaluate it in the following aspects:

- How accurate is our proposed transformation model for network alignment and recommendation?
- How does our model benefit from the proposed TransPool and TransUnPool layers?

#### 4.1 Experimental Setup

**Datasets.** The statistics of datasets are summarized in Table 2. Detailed descriptions and experimental settings are in Appendix.

**Baseline methods.** For network alignment, the baseline methods include: (1) FINAL-N [39], (2) FINAL-P [38], (3) REGAL [11] which is an embedding-based method for attributed networks, (4) IONE [21] and (5) CrossMNA [3] that are embedding-based methods without attributes. For fair comparisons, we modify FINAL-N and FINAL-P to semi-supervised setting using L as the prior alignment matrices. For one-class social recommendation, the baseline methods include: (1) NGCF [31], (2) GraphRec [6] in which we use the BPR loss instead of the default mean square loss, (3) SamWalker [2], (4) wpZAN [33] that factorizes the node association matrix regularized by social network and product similarity network, and (5) BPR which is a classic method based on Bayesian personalized ranking loss [25].

#### 4.2 Performance on Network Alignment

In this subsection, we compare our method NetTrans with the baseline methods in scenarios S1-S3. We evaluate the effectiveness in terms of Hits@K and alignment accuracy. Given the testing node correspondence (e.g., $u$, $v$) across two networks, if $g_{\text{node}}(u, v)$ is among the highest top-$K$ values within all the nodes in $G_2$, then we say there is a hit. We count the number of hits, divided by the total number of testing node correspondences. Besides, the alignment accuracy measures the accuracy of the node one-to-one mappings obtained by using a greedy matching as a postprocess [38]. The results are summarized in Table 3. We have the following observations. First, our proposed method NetTrans outperforms both FINAL-N and FINAL-P. Specifically, it achieves an up to 6.5% improvement in Hits@30 and an up to 3% improvement in alignment accuracy, compared to FINAL-N. Note that both FINAL-N and FINAL-P can be viewed as the variants of the graph matching-based methods which, as mentioned before, are built upon the linearity/consistency assumptions. Second, our method achieves a better performance than other embedding-based network alignment methods (i.e., REGAL, IONE and CrossMNA). In particular, our method can achieve an at least 20% improvement in alignment accuracy on attributed networks (i.e., scenarios S1, S2). This demonstrates the improvements of our method compared to the embedding-based methods that suffer from the embedding space disparity. Third, we observe that even on the networks without node attributes, our proposed model still outperforms the baseline methods. Note that FINAL-N and FINAL-P have the same performance in scenario S3 because they are essentially equivalent without attributes. **Ablation study on the TransPool layer.** To show the effectiveness of the proposed TransPool layer in identifying cross-network associations, we compare with two variants by replacing TransPool with the existing pooling layers UNetPool [9] and SAGPool [19]. Since these two pooling layers originally do not learn the assignment matrices $P_t$, we calculate the inner products between the node representations and the supernode representations in the $t$-th pooling layer, followed by a softmax as $P_t$. From Figure 5 we can see that using TransPool as the pooling layer significantly outperforms the other two variants. This implies the TransPool layer can learn better node representations and assignment matrices at different resolutions to help identify the cross-network node associations. **Ablation study on the TransUnPool layer.** To show the effectiveness of the proposed unpooling layer, we compare with the different variants in learning the structure and node representations of the target network at different resolutions. These variants include: (1) NetTrans-Skip that directly uses the coarsened source network at the same resolution (i.e., $A_{t-k} = B_{t-k}$ and $X_{t-k} = Y_{t-k}$), (2) NetTrans-w/o-Attr that only calibrates the structure (i.e., without calculating Eq. (9)), and (3) NetTrans-w/o-Adj that in contrast only calibrates the node representations (i.e., without calculating Eq. (10)). From Figure 6 we can see that the TransUnPool layer significantly outperforms other variants indicating the importance of the calibrations to earn the transformation across different networks.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Networks</th>
<th># of nodes</th>
<th># of edges</th>
<th># of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Alignment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cora-1</td>
<td>2,708</td>
<td>5,806</td>
<td>1,433</td>
<td></td>
</tr>
<tr>
<td>Cora-2</td>
<td>2,708</td>
<td>4,547</td>
<td>1,433</td>
<td></td>
</tr>
<tr>
<td>DBLP</td>
<td>9,916</td>
<td>44,888</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Foursquare</td>
<td>5,313</td>
<td>54,233</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>5,120</td>
<td>130,575</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Ciao-user</td>
<td>3,719</td>
<td>65,213</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Ciao-product</td>
<td>4,612</td>
<td>49,136</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Recommendation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Data Statistics.
KDD ’20, August 23–27, 2020, Virtual Event, CA, USA
Zhang et al.

## 4.3 Performance on Recommendation

In addition to network alignment, we apply our proposed model to one-class social recommendation to predict whether users interact with certain products. In our experiments, we evaluate the performance by precision@K and recall@K. The results are summarized in Table 4. We have the following observations. First, our proposed method outperforms all the baseline methods. Specifically, our method achieves an at least 1% improvement in Precision@10 and an at least 5% improvement in Recall@50 compared to the best baseline method. Second, our method and wpZAN that is dual-regularized by both social and product networks outperform other baseline methods, which implies leveraging the network structure, especially the product network, is indeed helpful.

### 5 RELATED WORKS

**Network alignment.** Many traditional graph matching based network alignment methods and their variants often assume networks are noisy permutations of each other. For example, Umeyama proposes to minimize $\|B_0 - PA_0^T\|_F^2$ by eigen-decomposition [29]. Koutra et al. generalize the graph matching based methods to align bipartite graphs [17] and Zhang et al. propose to solve the multiple network alignment problem with transitivity constraints [37]. Besides, Zhang et al. propose an attributed alignment algorithm FIMAL based on the alignment consistency [38]. Du et al. accelerate the algorithm based on Krylov subspace [4]. These graph matching based methods are often built on the linearity/consistency assumptions.

Moreover, there exist many network embedding based methods, including IONE [21] and CrossMNA [3]. However, these methods suffer from the space disparity as the unobserved anchor nodes could be incomparable in the embedding space. To address this issue, Zhang et al. propose to leverage the non-rigid point-set registration [40]. MrMine mitigates this issue by forcing embedding vectors in the same space, but it needs networks with similar structures [5].

**Social Recommendation.** Matrix factorization-based methods [14, 16] are widely used for recommendation. Classic social recommendation approaches are typically based on network-regularized matrix factorization. For example, SoRec co-factorizes both social network and the rating matrix with the shared user feature matrix [24]. TrustMF factorizes the social trust network to capture both the truster and trustee relations [32]. These methods implicitly embrace the linear operations. Graph neural networks based methods are recently proposed, including GraphRec [6] and DSCF [7]. These methods only exploit the social relations and user-product interactions. Yao et al. propose to regularize the matrix factorization by the homophily in both social and product similarity networks [34].

**Graph neural networks.** Many graph neural network models have been proposed [15, 23] and a detailed review can be found in [41]. In addition, to learn the hierarchical representations of networks, many graph pooling operations have been proposed including the differentiable pooling [35] and [9, 19] based on top-k important node selection. Graph-to-graph translation [10, 13] also relate to our model, but they implicitly require node correspondence and assume nodes in different networks are of same type.

### 6 CONCLUSION

Finding the node associations across different networks is a key step to many real-world applications. In this paper, we tackle the
cross-network node associations by studying a novel cross-network transformation problem. To address this problem, we propose an end-to-end model NetTrans that learns a composition of nonlinear functions to transform one network to another. In details, we propose a novel graph pooling operation TransPool and an unpooling operation TransUnPool. We perform extensive experiments in network alignment and social recommendation that validate the effectiveness of our model to find the cross-network associations.
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Dataset descriptions. The datasets that we used in the experiments include:

- **Cora citation network**: This dataset contains a citation network where nodes represent documents and edges represent the citations among documents. Each document has a binary feature vector represented by bag-of-words [33].
- **ACM co-author network**: This dataset was collected in 2016 including 2,381,688 papers with the author and venue information of each paper [28]. A co-author network was then extracted based on the papers published in four areas (DM, ML, DB and IR) in [39]. Nodes in the co-author network represent authors and edges indicate the co-authorship. The numbers of papers published by an author in 17 venues are used as the node attributes.
- **DBLP co-author network**: This dataset was collected in 2016 and it contains 3,272,991 papers. A co-author network was extracted in [39] similarly to the ACM dataset.
- **Foursquare**: This dataset contains a social network with nodes as users and edges as the friendships [36].
- **Twitter**: This contains a social network where nodes represent users and edges represent the friendships [36].
- **Ciao**: This dataset contains a social network whose edges indicate the trust relationships among users and a set of user-product ratings with rich attribute information of product [27]. We extract 3,719 users who like more than 10 products and 4,612 products that are liked by these users. We use the product categories as the attributes. We consider ratings greater than or equal to 3 as interactions (i.e., likes) and obtain 105,900 user-product interactions.

With these datasets, we construct the scenarios of network alignment S1-S3 and the recommendation scenario S4 for evaluations:

- **S1. Cora-1 vs. Cora-2**: Given the cora citation network, we generate two permuted networks $G_1$, $G_2$ and add noises by first inserting 10% edges to $G_1$ and remove 15% edges from $G_2$, and then adding 10% noises to $X_0$, $Y_0$ (i.e., by randomly changing $0.1 \times X_0$ entries from 0 to 1). In this scenario, we aim to align the nodes in $G_1$, $G_2$. The permutation matrix is used as the ground-truth node correspondences.
- **S2. ACM vs. DBLP**: We aim to find the node correspondences across two co-author networks. There exist 6,325 common authors across two networks used as the ground-truth.
- **S3. Foursquare vs. Twitter**: In this scenario, we aim to align nodes in Foursquare and Twitter networks. There are 1,609 common users which are used as the ground-truth.
- **S4. Ciao users vs. product**: Different from the above scenarios, here we aim to predict the node associations between users and products indicating whether a user likes a product. To construct the product similarity network, similar to [34], we compute the similarities based on the embedding vectors of product reviews. The embedding vectors are learned by doc2vec [18]. Then we consider there exists an edge between two products if their similarity is larger than 0.5.

Besides, in S1-S3, we use 20% of the ground-truth as the training data (i.e., L) and test on the rest of the ground-truth. In S4, we evaluate the performance in three sub-scenarios Ciao-r ($r \in \{0.2, 0.3, 0.5\}$) with different training ratios 20%, 30% and 50%, respectively.

Machine. The proposed model is implemented in Pytorch. We use one Nvidia GTX 1080 with 8G RAM as GPU.

Hyperparameters settings. We use Adam optimizer with a learning rate 0.005 to train the model. For network alignment, we set the margin size $\lambda = 0.1$, $\alpha = \beta = 1$, $\gamma = 10$ and the dimension of hidden representations in all layers to 256. As for the model architecture, in S1, we use $L = 2$, $n_1 = 2000$ and $n_2 = 1000$. In S2, due to the GPU memory limit, we use $L = 1$ and $n_1 = 5000$. In S3, we use $L = 2$, $n_1 = 5000$ and $n_2 = 2500$. For one-class social recommendation, we use the classic Bayesian personalized ranking loss to replace Eq. (17) and set $\alpha = \beta = 1$, $\gamma = 100$ and the dimensions of the representations to 128. The model architecture that we use is $L = 2$, $n_1 = 3000$ and $n_2 = 1500$. In both tasks, we set the negative sample size in Eq. (15) to 5 and that in the ranking loss Eq. (17) to 100. We use the same embedding dimensions for embedding-based methods, and other parameters in the baseline methods are set to default.

Proof of Proposition 1

**Proposition 2.** Given an assignment matrix $P_l$, the coarsening process $A_l = P_lA_{l-1}P_l^T$ constructs edges by linear operations.

**Proof.** By eigenvalue decomposition on $A_{l-1}$, $A_{l-1} = U\Sigma U^T$, we have

$$A_l(u'_i, u'_j) = (P_lU\Sigma U^TP_l^T)(u_i, u_2) = [P_l(u'_i,:)U][\Sigma U^T(P_l(u'_j,:))U]^T$$

where $U \in \mathbb{R}^{n_{l-1} \times r}$ and $r < n_{l-1}$ only if $A_{l-1}$ is low-rank. In this way, by considering $U$ as node representations, the existence of an edge and its weight between supernode $u'_i$ and supernode $u'_j$ is determined equivalently by first computing supernodes’ representations by linear aggregations based upon assignment matrix $P_l$ and then a weighted inner product between the representations of supernodes $u'_i$, $u'_j$. Both steps only involve linear operations on node representations.

□

Model size.

The parameters of TransPool layer are $\Theta_l^p = \{W_l^{self}, W_l^1, W_l^q, \eta_l\}$. The total number of parameters are $2d_l^2 + 3d_l$. Besides, in the $k$-th TransUnPool layer, the parameters include $\Theta_k^u = \{W_k^2, W_k^3\}$ which have $2d_{l-k}d_{l-k} + d_{l-k}^2$ parameters. In the last TransUnPool layer, we additionally have $d_ld_l$ more parameters introduced by $W_l^4$. In this way, the proposed pooling and unpooling layers have an affordable number of parameters.

Discussions on the Vector Space Comparability

Note that most of the existing embedding-based methods compute the node association scores based on the similarities of embedding vectors across different networks [3, 21, 31], which basically compare all node embedding vectors of different networks in the same vector space. Different from those methods, in Eq. (18), we do not attempt to compare node representations of different networks in the same space. Instead, we first compute the node-supernode assignment matrix of the target network by the inner products between the representations of the nodes $Y_0$ and those of supernodes $Y_1$. Note that here we hypothesize that $Y_0$ and $Y_1$ are more comparable.
as they are both in the context of target network but at different resolutions. In addition, under our assumption that two supernodes across different networks represent the same latent entity (e.g., same supernode-$u'$), it could be more comparable to compare the association score between $u$ and $v$ through the supernodes.

**Hyperparamter sensitivity study**

We conduct the hyperparameter sensitivity studies for recommendation on the loss coefficients $\alpha$, $\beta$ and on the number of layers. From Figure 7 (a) we can see that our model is robust to different choices of $\alpha$, $\beta$ ranging from 0.01 to 100. In addition, from Figure 7 (b), we can observe that our model achieves the best performance with 3 encoder layers and 3 decoder layers (i.e., $L = 3$). This demonstrates that learning hierarchical representations of the networks at different resolutions can lead to a better performance.

**Figure 7: Sensitivity study on hyperparameters.**

(a) Sensitivity of $\alpha$ and $\beta$.
(b) Sensitivity of $L$. 